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ABSTRACT

This paper presents an analysis of empirical studies on the effects of transportation facilities on property values. The primary purpose of this study is to address the effects of the presence of transportation facilities on the value of surrounding properties under time and spatial domains. Both the effect of distance from the High-speed Rail (HSR) and the effect of time relative to the completion of the HSR segment contribute to the non-linearity of house prices. While previous studies of the effects of transport accessibility on property and land values have focused on either cross-sectional spatial or temporal patterns, the joint analysis of these two dimensions has not been systematically investigated. We use home transaction data from a period around the completion of the HSR in Kaohsiung City and combine a standard hedonic price model with a spline regression technique to verify non-linear variations of the effect along the temporal and spatial dimensions. The dynamic changes in the house price are analyzed by spatial interpolation techniques (Kriging), which benefit from explicitly dealing with spatial dependence effects. Finally, we estimate the model for a regular series of distances from the HSR, and for time points both before and after the opening of the rail in order to track price effects across various distances and over time.

Key words: house prices, temporal and spatial effects, spline regression, High-speed Rail, Kriging

(本文於2012年2月4日收稿，2012年11月28審查通過，實際出版日期2013年6月)

* 總統政治大學金融學系教授、聯絡作者
  Professor, Department of Money and Banking, National Chengchi University, Taipei, Taiwan.
  E-mail: liaosl@nccu.edu.tw

** 總統政治大學金融學系博士生
  Ph.D. Student, Department of Money and Banking, National Chengchi University, Taipei, Taiwan.
  E-mail: tarachen72@gmail.com
1. Introduction

Taiwan High-speed Rail (HSR) started to serve in early 2007. The total length of Taiwan’s HSR line is 345km. With an investment cost of approximately US$15 billion, it creates a new record as the world’s most expensive build-operate-transfer (BOT) project (Andersson et al., 2010). The new rail link is mainly designed to promote balanced regional development. Currently, Taiwan HSR has eight stations, from north to south, Taipei, Banciao, Taoyuan, Hsinchu, Taichung, Chiayi, Tainan and Zuoying (Kaohsiung), respectively (Fig. 1, Taiwan High Speed Rail Corporation, 2012). It had increased transport accessibility along Taiwan’s west coast. It also could provide convenient services and make the travel time shorter. One-way travel time between the Taipei and Kaohsiung urban areas has been reduced from about 4 hours to 1.5 hours. It furthermore may improve the strength of land-use around HSR station and increase the land price. Transportation infrastructure investment has often played key role in the restructuring of urban land use and land price patterns, both in Taiwan and somewhere else.

It is commonly believed that effective transportation facility will drive actives to nearby developments and thus rise neighboring housing prices. The belief was intensively studied and many empirical tests conducted using the hedonic pricing model revealed that there is a positive implicit price for effective transportation facilities. However, some studies have indicated that transportation facility would damage nearby housing prices. Transportation facilities affect property values in two ways: positively, via the increased accessibility that they supply, and negatively, due to the negative externalities associated with being close to them. While transportation facilities clearly enhance neighborhood accessibility, they also negatively affect property values by producing noise and pollution (Chernobai et al., 2011; Smersh & Smith, 2000). The transportation accessibility is a critical component in determining land use and property value is well understood. Therefore, to completely understand a relationship between transportation facilities and property values is very important. To the best of our knowledge, distance and time gradients in the effects of transportation facility are expected to be heterogeneity. The related researches have been conducted to dynamical change in house prices that are affected by a transportation amenity and investigate when the price effect appears.

Hedonic price models attempt to explain variation in house prices using property structural, neighboring and location characteristics. In contrast, most structural characteristics are relatively easy to measure and are typically included in publicly available data. Location characteristics such as distance to central business district (CBD), distance to major transportation arteries and so on, are rarely included in publicly available data. However, identifying relevant neighborhood boundaries within urban areas is difficult. Some obvious neighborhood boundaries include municipal and school district boundaries and geographic features like highways, major roads, rivers, and parks. Base on these feats, disclosure the existence of what may be named “spatial effects” have been confirmed. Spatial effects can be thought of as adjacency effects and spatial heterogeneity, respectively. Spatial heterogeneity implies that parameters vary by location and are not homogeneous throughout the data set. In recent years, because of the rapid development of Geographic Information Systems (GIS),
spatial data analysis has received considerable attention and played an important role in real estate research. Although many standard statistic techniques are available in traditional data analysis, they can’t be implemented uncritically for spatial data (Calderón, 2009). Many research have indicated that tradition hedonic models, even in the presence of structural, neighboring and location variables, didn’t sufficiently deal with spatial dependent or spatial heterogeneity issues (such as Basu & Thibodeau, 1998; Dubin, 1998). But using Kriging which has the advantage of giving explicit treatment to spatial dependence effects, in particular when the use of spatially varying attributes is unreliable (because of censoring, measurement errors), or when additional neighborhood attributes are unavailable (Long et al., 2007).

The main objective of this paper is to illustrate how spatial and temporal heterogeneity can be viewed as hedonic price models with spline regression, which refines the inadequacy of standard hedonic price models in spatial and temporal aspects. Then we illustrate how geostatistical approach (Kriging) can fruitfully settle the problem of spatial dependence in study the effect of nearby amenities on property values. The first procedure of this study is to investigate the spatial and temporal heterogeneity of house price responses to transportation system using the example of the Zuoying Station (Taiwan HSR), which opened 2007 in Kaohsiung City. We estimate our models for a regular (equal distance interval) series of distances from the HSR, and time points both before and after the opening of the HSR, permitting us to track price effects across various distances and over time. The case study allows us to focus in depth on the issues of spatial and temporal heterogeneity in house price responses. Our focus on observed price change obviates the theoretical question of equilibrium while imposing no assumptions about the direction or magnitude of actual price effects. The second procedure of this study is to demonstrate an analysis of property values for understanding their dynamical change using a case study of the HSR that probably improves the accessibility. Finally, through the integrated analysis between hedonic price models with spline regression and Kriging, we address the question of the impact of spatial heterogeneity and spatial dependence yielding assessment accuracy.

The remainder of this paper is organized as follows. Section 2 reviews related literature and summarizes the theoretical background. Section 3 introduces the outline of the HSR and the study area, and then describes the details of the house price data. In Section 4, house price models are constructed by employing the existing methods of hedonic price models and spline regression for evaluating the effects of the HSR. In Section 5, house prices are interpolated by a geostatistical approach and the dynamical changes in the house prices are discussed. Section 6 presents empirical results for discussion of the objectives. Section 7 highlights the main conclusions of this paper.
2. Literature Review

Over the past decade, there has been a great deal of studies using hedonic models to estimate the effect of nearby amenities on house prices. The classical hedonic price model posits a relationship between house price and characteristic variables such as structural characteristics, neighboring characteristics and location factors. Rosen (1974) led to an easier way of attributing effects on property value to characteristics comprising the properties. The coefficients of the hedonic regression are regarded as the implicit prices of the characteristics. Since then, a large literature, including a vast number of empirical studies, has appeared to check the predictability of urban spatial theory by applying hedonic price models (e.g., Chau & Ng, 1998; Can, 1992; Long et al., 2007).

Numerous studies specifically address the marginal effects of the transportation infrastructure on house prices. A number of these studies discussed the positive or negative effects on property values of the addition of nearby rail stations. Debrezion et al. (2007) said the impact of rail stations on property value differs across property types. In general rail stations are expected to have a higher positive effect on commercial properties compared to residential properties for relatively short distances from the stations. In other word, a positive impact of rail station affect commercial property values at short distances and residential values at slightly longer distances. McMillen & McDonald (2004) employed a large sample of single-family house sales to estimate the impact of the New Rapid Transit Line on house prices. The study presents that the house price gradient with respect to distance to the Transit Line stations became strongly negative after the line opened. Kilpatrick et al. (2007) reveal that proximity to the transit corridor (such as superhighways and tunnels) along without direct access conveys a negative impact on nearby house prices. Smersh & Smith (2000) examine the effects of a change in a new bridge because it entailed the possibility of both positive and negative effects resulting from a single change. These effects are enhanced access on one side of the river and increased congestion on the other side. Chernobai et al. (2011) find non-linear in the effects of distance from a new transportation construction. In their study, distance effects are often found to be negative at very short distance, because of noise and pollution.
externality. At slightly longer distance, the negative effects are lessened, resulting in a positive effect on house prices. At longer distance, the value of the amenity gradually declines to zero.

Equally, the effects of new transportation facilities are not invariable over time, and the effect of the time variable is also non-linear (Chernobai et al., 2011). Smersh & Smith (2000) establish varied effects that were consistent both before and after the opening of the bridge in their studies. In Mikelbank (2005) study, the price impact is not universally positive; the nature of the price impact depends on how long ago the investment was completed. He shows negative effects one year after accessibility, near nil effects at briefly more than two years after accessibility, then peaking at three years after accessibility, and followed by a gradual decline. He cogitates that the negative effect might be due to congestion resulting from the travel adjustment process. The spatial and temporal heterogeneity of house price responses to new transportation facility are detected, hence, we expect the existence of spatial and temporal heterogeneity.

It is well known that there are many researches in which the hedonic regression model has been applied to real estate assessment. Structural characteristics, neighborhood characteristics, and location (accessibility) are the explanatory variables that can be used. Structural characteristics are the individual characteristics of the house itself (age, floor, lot etc.), which can be affected by the property’s location. Neighborhood characteristics and accessibility depend on the location of the property. The spatial autocorrelation or spatial dependence of house price is caused by the characteristics that depend on the location. Generally, house price will be directly related to the price of other adjacent houses. Location is probably the most important variable used to explain house price (Kiel & Zabel, 2008). However, if a hedonic model ignores the effects of location, then the residuals of adjacent properties will be correlated (Bourassa et al., 2007). In the recent literature, there is a methodology that considers the spatial autocorrelation of housing prices, geostatistics or spatial statistical (Tsutsumi & Seya, 2008; Chica-Olmo, 2007; Bourassa et al., 2007; Dubin, 1998; Basu & Thibodeau, 1998). Recognizing that the data from many surveys on real estate issues are spatially correlated, we need to extend the traditional statistical methods that are based on the independent assumptions of the observations to the geostatistical techniques that can incorporate the spatially dependent structure of the data for a better assessment.

Since these distance and time gradients in the effects of transportation infrastructure investment are expected to be non-linear, a mainly accomplished methodology for these purposes is spline regression (Chernobai et al., 2011). By using hedonic price models with spline regression in our study, we survey the non-linear in the effects of both distance and time before and after the opening of main transportation facility, the HSR in Kaohsiung City. Such non-linearity has been verified separately in previous studies but only a few analyzed these effects jointly. Furthermore, we apply Kriging technique which has the advantage of giving explicit treatment of spatial dependence effects to demonstrate the dynamical change of property values due to the possibility of improving accessibility. Tsutsumi & Seya (2008) said a lack of sufficient consideration of both the spatial dependence and spatial heterogeneity can lead to serious mistakes in project evaluation based on the traditional hedonic approach. Thus, we believe that our study would make a contribution to the
literature on the effects of time and distance from HSR on house prices.

3. Data

Taiwan High-speed Rail started to serve in 2007. It had increased transport accessibility along the western of the island. It also could provide convenient services and make the travel time shorter. It also may improve the strength of land-use around HSR station and increase the land price. In this study, we will discuss the influence of construction of HSR on metropolitan area housing prices by the hedonic price model with a spline regression technique. The Kaohsiung area is chosen as the study area.

The observations on transaction prices and structural characteristics were obtained from Dept of Land Administration, M. O. I. of the central government. Housing data for a total of 5,416 duplex residence transactions in Nanzih district (A1), Zuoying district (A2), Sanmin district (A3), and Gushan district (A4) from first quarter, 2001 to fourth quarter, 2010. This covers two periods, 6 years before the HSR completion and 4 years after the HSR completion. The geographic area of this study is shown in Fig. 2. The Dept of Land Administration provides information for all housing transactions that occurred during this period and it included the structural characteristics of each property such as transaction price, age of house, size of lot and floor, road width and dwelling zone. The detail description of the property characteristics is provided in Table 1. The descriptive statistics for property characteristics are summarized in Table 2.
Table 1 Description of Variables

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P$</td>
<td>Total house price</td>
<td>10 thousand/NTD</td>
</tr>
<tr>
<td>$up$</td>
<td>House price per square meter</td>
<td>10 thousand/NTD</td>
</tr>
<tr>
<td>$P^*$</td>
<td>The adjusted total house price</td>
<td>10 thousand/NTD</td>
</tr>
</tbody>
</table>

**Structural characteristics**

- **Age**
  - Age of the house
  - Years
- **Lot**
  - Total area of the lot
  - Square meter
- **Floor**
  - Total area of the house
  - Square meter

**Neighboring characteristics**

- **Rwidth**
  - Width of the road
  - Meter
- **Dzone**
  - $D_{zone} = 1$ if the dwelling is in residential zone
    - Yes=1; No=0
  - $D_{zone} = 0$ if the dwelling is in commercial zone

**Accessibility characteristics**

- **Wg**
  - Euclidean distance to World Games station
  - Kilometers
- **Arena**
  - Euclidean distance to Hanshin arena shopping plaza
  - Kilometers
- **Dist**
  - Euclidean distance to HSR station
  - Kilometers
- **$D_1$**
  - $D_1 = 1$ if the distance to HSR station more than 1.5 km
    - Yes=1; No=0
- **$D_2$**
  - $D_2 = 1$ if the distance to HSR station more than 3 km
    - Yes=1; No=0
- **$D_3$**
  - $D_3 = 1$ if the distance to HSR station more than 4.5 km
    - Yes=1; No=0
- **$D_4$**
  - $D_4 = 1$ if the distance to HSR station more than 6 km
    - Yes=1; No=0
- **$D_5$**
  - $D_5 = 1$ if the distance to HSR station more than 7.5 km
    - Yes=1; No=0
- **$d_2$**
  - $D_2 (Dist - 1.5)$
  - Kilometers
- **$d_3$**
  - $D_3 (Dist - 3)$
  - Kilometers
- **$d_4$**
  - $D_4 (Dist - 4.5)$
  - Kilometers
- **$d_5$**
  - $D_5 (Dist - 6)$
  - Kilometers
- **$d_6$**
  - $D_6 (Dist - 7.5)$
  - Kilometers

**Time variables**

- **Y02, Y03,..., Y10**
  - Year dummies. E.g., Y02 covers 2002/Q1-2002/Q4
  - Yes=1; No=0
- **Time**
  - Number of years between 2001 and trade date of the house
  - Years
  - $T_1$
    - $T_1 = 1$ if number of years more than 1 year
    - Yes=1; No=0
  - $T_2$
    - $T_2 = 1$ if number of years more than 2 year
    - Yes=1; No=0
  - $T_3$
    - $T_3 = 1$ if number of years more than 3 year
    - Yes=1; No=0
  - $T_4$
    - $T_4 = 1$ if number of years more than 4 year
    - Yes=1; No=0
  - $T_5$
    - $T_5 = 1$ if number of years more than 5 year
    - Yes=1; No=0
  - $T_6$
    - $T_6 = 1$ if number of years more than 6 year
    - Yes=1; No=0
  - $T_7$
    - $T_7 = 1$ if number of years more than 7 year
    - Yes=1; No=0
  - $T_8$
    - $T_8 = 1$ if number of years more than 8 year
    - Yes=1; No=0
  - $T_9$
    - $T_9 = 1$ if number of years more than 9 year
    - Yes=1; No=0
- **Time02**
  - $T_2 (Time - 1)$
  - Years
- **Time03**
  - $T_3 (Time - 2)$
  - Years
- **Time04**
  - $T_4 (Time - 3)$
  - Years
- **Time05**
  - $T_5 (Time - 4)$
  - Years
- **Time06**
  - $T_6 (Time - 5)$
  - Years
- **Time07**
  - $T_7 (Time - 6)$
  - Years
- **Time08**
  - $T_8 (Time - 7)$
  - Years
- **Time09**
  - $T_9 (Time - 8)$
  - Years
- **Time10**
  - $T_9 (Time - 9)$
  - Years

**Landmark variables**

- **HSR**
  - Taiwan High Speed Rail Zuoying Station
- **Nep**
  - Nanzih Export Processing Zone Station (KRT)
- **Wg**
  - World Games Station (KRT)
- **Houyi**
  - Houyi Station (KRT)
- **Kms**
  - Kaohsiung Station (TRA)
- **Nzs**
  - Nanzih Station (TRA)
- **Arena**
  - Hanshin Arena Shopping Plaza
- **Arts**
  - Kaohsiung Museum of Fine Arts

Note: $d_2,..., d_6$ and **Time02,..., Time10** denote spline adjustment variables. KRT: Kaohsiung Rapid Transit. TRA: Taiwan Railways Administration.
Using a Geographic Information System (GIS) address matching procedure, all properties are geo-coded; i.e., a latitude and longitude coordinate is calculated for each house. GIS is then used to calculate Euclidean distances from each house to the HSR, World Games Station and Hanshin Arena Shopping Plaza. The distances are measured in km and are labeled Dist, Wg and Arena, respectively, in our estimations.

<table>
<thead>
<tr>
<th>Table 2: Descriptive Statistics of Variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
</tr>
<tr>
<td>---</td>
</tr>
<tr>
<td>Mean</td>
</tr>
<tr>
<td>Median</td>
</tr>
<tr>
<td>A1 Maximum</td>
</tr>
<tr>
<td>Minimum</td>
</tr>
<tr>
<td>Std. Dev.</td>
</tr>
<tr>
<td>Observations</td>
</tr>
<tr>
<td>Mean</td>
</tr>
<tr>
<td>Median</td>
</tr>
<tr>
<td>A2 Maximum</td>
</tr>
<tr>
<td>Minimum</td>
</tr>
<tr>
<td>Std. Dev.</td>
</tr>
<tr>
<td>Observations</td>
</tr>
<tr>
<td>Mean</td>
</tr>
<tr>
<td>Median</td>
</tr>
<tr>
<td>A3 Maximum</td>
</tr>
<tr>
<td>Minimum</td>
</tr>
<tr>
<td>Std. Dev.</td>
</tr>
<tr>
<td>Observations</td>
</tr>
<tr>
<td>Mean</td>
</tr>
<tr>
<td>Median</td>
</tr>
<tr>
<td>A4 Maximum</td>
</tr>
<tr>
<td>Minimum</td>
</tr>
<tr>
<td>Std. Dev.</td>
</tr>
<tr>
<td>Observations</td>
</tr>
<tr>
<td>Mean</td>
</tr>
<tr>
<td>Median</td>
</tr>
<tr>
<td>Total Study Area Maximum</td>
</tr>
<tr>
<td>Minimum</td>
</tr>
<tr>
<td>Std. Dev.</td>
</tr>
<tr>
<td>Observations</td>
</tr>
</tbody>
</table>

Note: Housing data was used for the period from Q1, 2001 to Q4, 2010. The number of included observations = 5,416. A1 denotes Nanzih district, A2 denotes Zuoying district, A3 denotes Sanmin district, A4 denotes Gushan district. The unit of statistics variables is definite in Table 1.

Price(p) is the total transaction price of the house which is used as the dependent variable in the hedonic regression estimations in this study. Age, shows the age of house, is one of the negative effects affecting house price and we thus expect to have a negative coefficient for Age. Lot and
Floor are the total areas of the lot and house, respectively, which measured in square meter. The size of each is expected to positively affect the Price. Rwidth is width of the road, and it is expected to contribute to a higher house value since this would indicate more convenient of communication. Dzone means the dwelling in residential zone, since our samples include residential zone and commercial zone. Thus we use Dzone as a dummy variable, Dzone=1 if the dwelling is in residential zone, and Dzone=0 if the dwelling is in commercial zone. The dwelling in the commercial zone would have higher house price, and thus it is expected to have a negative coefficient for this independent variable. Wg and Arena represent the distance to World Games Station and Hanshin Arena Shopping Plaza, respectively, which can estimate the effect of nearby amenities on house prices. However, the nearby amenities may increase or decrease housing prices. Hence we do not assume the direction of price effects.

In order to understand how the independent variables impact price, the multicollinearity is worthy of further investigation. Therefore we test the multicollinearity between these independent variables in this model with the correlations matrix in Table 3. As the results, all absolute values of the correlation coefficient are less than 0.5, thus we exclude the multicollinearity problem.

<table>
<thead>
<tr>
<th>Correlation Probability</th>
<th>Age</th>
<th>Lot</th>
<th>Floor</th>
<th>Rwidth</th>
<th>Dzone</th>
<th>Wg</th>
<th>Arena</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>1</td>
<td>-----</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lot</td>
<td>-0.294926</td>
<td>1</td>
<td>(0)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Floor</td>
<td>-0.473392</td>
<td>0.575209</td>
<td>1</td>
<td>(0)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rwidth</td>
<td>-0.14106</td>
<td>0.074995</td>
<td>0.105976</td>
<td>1</td>
<td>(0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dzone</td>
<td>-0.283674</td>
<td>0.102422</td>
<td>0.036694</td>
<td>0.008661</td>
<td>1</td>
<td>(0)</td>
<td></td>
</tr>
<tr>
<td>Wg</td>
<td>0.360276</td>
<td>-0.121142</td>
<td>-0.023295</td>
<td>-0.08226</td>
<td>0.308947</td>
<td>1</td>
<td>(0)</td>
</tr>
<tr>
<td>Arena</td>
<td>-0.123165</td>
<td>-0.05022</td>
<td>-0.102548</td>
<td>0.03752</td>
<td>-0.004054</td>
<td>-0.184964</td>
<td>1</td>
</tr>
</tbody>
</table>

Note: The values are based on the total samples of 5,416 observations. Numbers in brackets are p-values.

4. Constructing house price models

4.1 Preliminary analysis of house price

In order to understand the variance of house price in the study area, we show the change in the average house prices in each district (Fig. 3). Note that not all the house prices in this study area show monochromatic trend (rise or fall) in the period from 2001 to 2010. Thus, under such conditions, it is difficult to intuitively comprehend the impact of the HSR. In order to remove such
trends from these data, we use the average price of surrounding area house.

Follow Tsutsumi & Seya (2008) method, we eliminate the trend in house prices of the study area via the house price data of the surrounding area. First, we divide the whole area $H$ into the study area and the surrounding area and we mark as $H_A$ and $H_B$, respectively. Our study area consists of four districts, namely Nanzih (A1), Zuoying (A2), Sanmin (A3) and Gushan (A4) districts, respectively. The surrounding area is also contains four districts and the relative designated district is shown in Figure 4.

\[ H_A = \bigcup_{k=1}^{4} H_{Ak}, \quad H_B = \bigcup_{k=1}^{4} H_{Bk}, \quad H = H_A \cup H_B \]  

(1)

\[ \Psi_{H_{Ak}}(t) = \frac{1}{|H_{Ak}|} \sum_{i \in H_{Ak}} P_i(t) \]  

(2)

\[ \Psi_{H_{Bk}}(t) = \frac{1}{|H_{Bk}|} \sum_{i \in H_{Bk}} P_i(t) \]  

(3)

where $s_i$ expresses the observed sites \( \{i = 1, ..., 8835(5416+3419)\} \) and $t$ denotes the observed year($t = 2001, ..., 2010$). \(|H_{Ak}| \)and \(|H_{Bk}|\) indicate the number of observed sites in $H_{Ak}$ and $H_{Bk}$, respectively; $k = 1, ..., 4$ and $p$ is the house price.
Thus we get the adjusted house price in $H_{Ak}$ via the weights as in (4):

$$P_{H_{Ak}(t)}^* = \frac{P_{H_{Ak}(t)}}{\psi_{H_{Ak}(t)}/\psi_{H_{Ak}(2001)}}$$  \hspace{1cm} (4)

The average adjusted house price in $H_{Ak}$ can be calculated as (5):

$$\psi_{H_{Ak}(t)}^* = \frac{1}{|H_{Ak}|} \sum_{h \in H_{Ak}} P_{h}^*(t)$$  \hspace{1cm} (5)

4.2. Hedonic price model

We first consider a full hedonic linear regression model over the study area covering the 10-year period:

The Full model is shown as:

$$p^* = f(\text{Const}, \text{Age}, \text{Lot}, \text{Floor}, \text{Rwidth}, \text{Dzone}, \text{Wg}, \text{Arena}, \text{Y02}, \text{Y03}, \text{Y04}$$

$$\text{Y05, Y06, Y07, Y08, Y09, Y10})$$  \hspace{1cm} (6)

This regression model includes the structural, neighboring and accessibility (excluding Dist and spline adjustment variables) characteristics expressed previously. It also contains dummy variables related to the year of transaction that can be viewed as control variables for year of trade.

4.3. Spline regression in hedonic price model

We apply the spline regression technique of Marsh and Cormier (2001) that allows for capturing non-linearity in the effect on a response variable over different segments of the explanatory variable. Spline regression models are used when a regression line is broken into a number of line segments separated by special join points known as spline knots. At these knots, the slopes of the segments may change, but the end points of the segments are still connected. We give an illustration of two regression models which use diverse methodologies to estimate the effect on the response variable by Fig. 5. Hence, spline models are used to require continuity limitations at the join points so that the line can change slope exclusive of unsuitable jumps in the line at those join points.

In order to investigate the effects of HSR and other components on house prices in each of the subsets of the data, we first ignore the time dummies from the Full regression model and fit the
Section model to the data in each of the subsets in a program. Then we exercise three structures of
the Section model. In Section model (a1), no HSR variable is contained. Consequently, it pays no
attention to any possible effect of the distance from the HSR on house prices entirely. The Section
model (b1) contains all explanatory variables that model (a1) holds and an added Dist variable
which can identify the linear relationship between the distance to the HSR and the house prices.
While transportation facilities improve transportation accessibility, they also negatively affect house
prices by traffic congestion. Hence we don’t assume the direction of price effects.

The Section model (c1) contains all explanatory variables that model (b1) contains plus extra
distance spline variables that can distinguish any non-linear relationship between the different
distances to the HSR and the house prices.

In order to regularity between the data subsets, we set the distance cutoffs designed for the
spline knots in each subset. The cutoffs are in 1.5 km increments, such as 1.5 km, 3 km, 4.5 km,
6 km, and 7.5 km away from the HSR. In the set of increment aspect, we use a modest increment.
Because of the larger increment which hard to estimate the non-linearity in the short distance effects.
Similarly, the smaller increment may weaken the statistical results attributable to smaller number of
sale transactions inside each distance interval and hence less degrees of freedom in the regression
models (Chernobai et al., 2011).

In order to obtain the variation in the effect of the distance to the HSR over time, we divide
the dataset into ten subsets - six years before and four years after the HSR opening date. The first
six subsets with transaction data from Q1, 2001 to Q4, 2006 cover the construction period of the
HSR. The last four subsets are completion periods of the HSR. Then we used hedonic regressions
to determine the house value. The value of each element is then determined separately through
regression analysis. In our study we apply cross-equation restrictions on parameter values that
restrict constant coefficients of the explanatory variables, except the control for the HSR effects
across the individual regressions within the program. Only the HSR effects can differ over time.
While obtaining a continuous HSR distance effect path in our study is impossible, Chernobai et
al.(2011) said that this regression technique becomes a good approximation of the time trail of the
HSR distance effect on property values.

By the spline technology, we need to create the spline adjustment variables in Section
regression model (c1) in the following way. The five distance cutoffs explained earlier, we first make
five dummy variables $D_1, D_2, D_3, D_4$ and $D_5$. At this point $D_1 =1$ when the distance to the HSR
is more than the first distance cutoff (1.5 km), and $D_1 =0$ when the distance is less than 1.5 km. In the
same way, $D_2 =1$ when the distance to the HSR is more than the second distance cutoff (3 km), and
$D_2 =0$ when the distance is less than 3 km, and so on. These dummy variables are then used to create
the spline adjustment variables $d_2, d_3, d_4, d_5, d_6$, corresponding to the second, third, fourth, fifth and
sixth 1.5 km distance segments, respectively. At this point $d_1 = D_1(Dist - 1.5), d_2 = D_2(Dist - 3)$, and
so on. Thus, for each subset we can obtain Section (c1):

$$P^* = a_0 + a_1 \text{Dist} + a_2 d_1 + a_3 d_2 + a_4 d_3 + a_5 d_4 + a_6 d_5 + a_7 X + \epsilon$$ ...................................................... (7)

where $X$ is the vector of the explanatory variables excluding those indicating HSR distance, and $\epsilon$ is
the error term. The spline variables can help us to explore the effects on property values at different distances.

In order to determine the total effect of the distance on house prices, for example, if the distance of the observed site to the HSR lies on 3-4.5 km range, we need to summarize the regression coefficients for $\text{Dist}, d_2$, and $d_3$ spline regression variables; views as the total effect of the distance on house prices. It is important to identify that Equation 7 essentially symbolizes six separate equations that correspond to the various distance segments with intercepts $\omega_0, \omega_1, ..., \omega_5$ and slopes $\beta_0, \beta_1, ..., \beta_5$ as follows:

0-1.5 km range

$$P^* = \alpha_0 + \alpha_1 \text{Dist} + \epsilon = \omega_0 + \beta_0 \text{Dist} + \epsilon$$ ....................................................... (7.1)

1.5-3 km range

$$P^* = \alpha_0 + \alpha_1 \text{Dist} + \alpha_2 d_2 + \epsilon$$

$$= \alpha_0 + \alpha_1 \text{Dist} + \alpha_2 D_1 (\text{Dist} - 1.5) + \epsilon$$

$$= (\alpha_0 - 1.5 \alpha_2) + (\alpha_1 + \alpha_2) \text{Dist} + \epsilon$$ ....................................................... (7.2)

$$= \omega_1 + \beta_1 \text{Dist} + \epsilon$$

where $D_1 = 1$ for the distance to HSR station more than 1.5 km.

3-4.5 km range

$$P^* = \alpha_0 + \alpha_1 \text{Dist} + \alpha_2 d_2 + \alpha_3 d_3 + \epsilon$$

$$= \alpha_0 + \alpha_1 \text{Dist} + \alpha_2 D_1 (\text{Dist} - 1.5) + \alpha_3 D_2 (\text{Dist} - 3) + \epsilon$$ ....................................................... (7.3)

$$= (\alpha_0 - 1.5 \alpha_2 - 3 \alpha_3) + (\alpha_1 + \alpha_2 + \alpha_3) \text{Dist} + \epsilon$$

$$= \omega_2 + \beta_2 \text{Dist} + \epsilon$$

where $D_1 = 1$ and $D_2 = 1$ for the distance to HSR station more than 3 km.

7.5- range

$$P^* = \alpha_0 + \alpha_1 \text{Dist} + \alpha_2 d_2 + \alpha_3 d_3 + \alpha_4 d_4 + \alpha_5 d_5 + \epsilon$$

$$= \alpha_0 + \alpha_1 \text{Dist} + \alpha_2 D_1 (\text{Dist} - 1.5) + \alpha_3 D_2 (\text{Dist} - 3) + \alpha_4 D_3 (\text{Dist} - 4.5) + \alpha_5 D_4 (\text{Dist} - 6) + \alpha_6 D_5 (\text{Dist} - 7.5) + \epsilon$$

$$= (\alpha_0 - 1.5 \alpha_2 - 3 \alpha_3 - 4.5 \alpha_4 - 6 \alpha_5 - 7.5 \alpha_6) + (\alpha_1 + \alpha_2 + \alpha_3 + \alpha_4 + \alpha_5 + \alpha_6) \text{Dist} + \epsilon$$

$$= \omega_5 + \beta_5 \text{Dist} + \epsilon$$

where $D_1, ..., D_5 = 1$ for the distance to HSR station more than 7.5 km.

Note that the constant term has to be adjusted to adapt the change in the slope. This keeps the regression line continuous even as the regression line pivots change direction as shown in Figure 5(b).

In summary, the three Section regression models on surveying the effects of HSR distance are

Section model (a1): Full model exclusive of the time dummy variable

Section model (b1): Section model (a1) contains the additional variable $\text{Dist}$

Section model (c1): Section model (b1) contains the additional distance spline adjustment variables $d_2, d_3, d_4, d_5, d_6$.

Our first hypothesis is that, if the non-linear effect of the distance on house prices are statistically significant, then we should get a better goodness-of-fit (adjusted $r$-squared and AIC)
better in Section model (c1) than in Section models (a1) and (b1). Our second hypothesis is that, the distance effect would become more obvious for later time periods of the dataset because property holders take time to readjust their house prices in different reaction to HSR.

In order to obtain the varying effects of the time on different HSR distance ranges, we divide the dataset into six subsets. The first range of subset is 0-1.5 km, the second is 1.5-3 km, the third is 3-4.5 km, the fourth is 4.5-6 km, the fifth is 6-7.5 km and above 7.5 km. Similarly, when we investigate the effects of time, we use the same program for each subset. While obtaining a continuous time effect path in our study is impossible, this regression technique becomes a good approximation of the distance trail of the time effect on property values.

The three Section regression models on surveying the effects of time are
Section model (a2): Full model exclusive of the time dummy variable
Section model (b2): Section model (a2) contains the additional variable \( Time \)
Section model (c2): Section model (b2) contains the additional time spline adjustment variables \( Time02, Time03, Time04, Time05, Time06, Time07, Time08, Time09, Time10 \)

Thus, for each subset we can obtain Section (c2):

\[
p^* = \alpha_0 + \alpha_1 Time + \alpha_2 Time02 + \alpha_3 Time03 + \alpha_4 Time04 + \alpha_5 Time05 + \alpha_6 Time06 + \alpha_7 Time07 + \alpha_8 Time08 + \alpha_9 Time09 + \alpha_{10} Time10 + \alpha_{11} X + \varepsilon \]

The variable \( Time \) shows the number of years from 2001 to the trade date of the house. Additional nine variables, \( Time02, Time03, Time04, Time05, Time06, Time07, Time08, Time09, Time10 \) are time spline adjustment variables constructed following the spline method explained earlier. At this point, we first make nine dummy variables \( T_1, T_2, \ldots, T_9 \). For example, \( T_1 = 1 \) when number of years more than 1 year, and \( T_1 = 0 \) when number of years less than 1 year. \( T_2 = 1 \) when number of years more than 2 years, and \( T_2 = 0 \) when number of years less than 2 years, and so on. Hence, \( Time02 = T_1(Time – 1), Time03 = T_2(Time – 2) \). For each subset we can obtain Section (c2) as (8).

The results of these added regressions are expected to prove whether there existed any differences in the tempo of house value increases over the 10-year period for houses sold in different HSR distance ranges.

5. Exploring the dynamical changes in house price in the study area by Kriging

Firstly, we used geostatistical tools to spatially analyze the Kaohsiung house prices. We first quantified the spatial variations of the observations using the semi-variogram and fitted suitable (in our study we used spherical model) parametric model to the experimental semi-variogram. Then, utilizing the fitted semi-variogram function, we performed ordinary Kriging on the house prices based on the model and produced a set of contour maps.

5.1. Semi-Variogram

Let \( p(s) \) denote the house price of observed sit \( s \). For a stationary process \( p(s) \), we define the variogram, which is also named semi-variogram. The method of estimation for an empirical semi-variogram (Matheron, 1963) is
Where \( h \) is the Euclidean distance of the two places \((s_i, s_i + h)\), \( p(s_i) \), \( p(s_j) \) are the house prices at locations \( s_i \) and \( s_i + h \), respectively. It means that each variable \( p(s_i) \) takes different values depending on its spatial location. \( NP(h) \) means number of \( h(h = \| s_i - s_j \|) \) distant pairs.

In order to perform Kriging for optimal linear spatial prediction, one needs to fit a parametric model over the estimated empirical semi-variogram. Several possible choices of the models including the linear model, exponential model, rational quadratic model, wave model and spherical model are available (Cressie, 1993). In our study, the plot of the estimated empirical semi-variogram \( \gamma(h) \) suggests a spherical model. From the empirical semi-variogram \( \gamma(h) \) for various \( h \), we fitted the spherical parametric model over the empirical \( \gamma(h) \). The spherical model is defined (Cressie 1993) as:

\[
\gamma(h) = \begin{cases} 
0 & \text{if } h = 0 \\
\left( \frac{h}{a} \right)^{1/2} - 0.5 \left( \frac{h}{a} \right) & \text{if } 0 < \| h \| \leq a, \\
\frac{c_n + c_s}{\| h \|} & \text{if } \| h \| \geq a,
\end{cases}
\]  

Where \( c_n \) denotes the nugget effect that measures the micro-scale variation which may be resulted from discontinuous process or measurement-error; \( c_n + c_s \) is the sill which represents the variance of the spatial process. If \( c_n = 0 \), \( \gamma(h) \) is a constant for all \( \| h \| > 0 \) that indicates no spatial correlation. The range \( a \) can be interpreted as the house prices are uncorrected beyond distance.

5.2. Kriging

To understand the dynamical changes in house price, we can make interpolated house price maps for the period of interest (Tsutsumi & Seya, 2008). Kriging is a geostatistical technique to interpolate the value of a random function at an unobserved location from observations of its value at nearby locations. It serves to estimate a value at a point of region for which a semi-variogram is known, using data in the neighborhood of the estimation location. Kriging can be classified into simple Kriging, ordinary Kriging and universal Kriging, depending on the kind of random variable processes. Ordinary Kriging is the most suitable estimation method, condition for the random function is second-order or intrinsically stationary, with an unknown mean. In our study we performed ordinary Kriging on the house prices based on the model and produced a set of contour maps, because we use adjusted house price which the random variable presents no drift.

Using Kriging, the house price of the new site \( s_0 \) is interpolated by the weighted sum of the observations as

\[
P(s_0) = \sum_{i=1}^{n} \lambda_i P(s_i),
\]

where \( \lambda_i \) is the weight assigned to the indicator at the site \( s_i \).

Kriging technique is an exact interpolation estimator used to find the best linear unbiased estimate. The best linear unbiased estimator must have minimum variance of estimation error.
Mathematically, at location $s_0$, we find the linear predictor $\sum_{i} \lambda_i P(s_i)$, where $p(s_1),...,p(s_n)$ are known observations from the survey, that minimizing $E \left[ p(s_0) - \sum_{i} \lambda_i p(s_i) \right]^2$, subject to $\sum_{i} \lambda_i = 1$. Using Lagrange multiplier method, the ordinary Kriging system is

$$\sum_{i} \lambda_i y_i - \alpha = \gamma(s_0 - s_i), \forall i, 1,2,...,n$$
$$\sum_{i} \lambda_i = 1$$

Equation (12)

In order to achieve unbiased estimators in ordinary Kriging the above set of equations should be solved simultaneously.

5.3. Designing the interpolated house price maps using Kriging

Then, we implement the interpolated house price maps using the above mentioned ordinary Kriging technique. The interpolation was performed by considering the adjusted total house price; however, a map based on the real scale shows to be more helpful for the direct determination of the dynamic impact, therefore, the interpolated results for mapping as in equation (13).

$$\sum_{i=1}^{n} \lambda_i P(s_{ti}) , \quad (t = 2001,...,2010)$$

6. Results

The Full model with year dummies results are summarized in Table 4 by the ordinary least squares regression. About 76% of the variations in house prices are explained by the variations in the selected explanatory variables indicated by the R-squared (adjusted r-squared). The regression coefficients of all year dummy variables are statistical significant at least at the 5% level in 2004, 2007 and 2008. All characteristic variables are significant at the 1% level. As expected, Age decreases the house price by about NT$45,175. Both Lot and Floor positively affect the house price. Rwidth statistically significantly increases the price of the house about NT$36,454. The dwelling in the residential has lesser house price than the dwelling in the commercial zone.

The negative statistically significant coefficients for the three out of nine dummy variables used to control the year of sale verify over 10 years house prices. The three dummies Y04, Y07 and Y08, have negative coefficients which appear to indicate the house prices of year 2004, 2007 and 2008 are lower than year 2001.

The Full model exclusive of the dummy variables was used to fit the data in the system consisting of the ten subsets. As explained in the earlier section, we include additional variables to control the distance of each house from the HSR. The linear effect of HSR distance on house prices in each subset is measured in a Section regression model (b1), and the non-linear effect in a Section model (c1). Section regression model (a1) does not control the HSR distance. The regression results for the three Section models for each subset are shown in Table 5. The table only presents the results for the adjusted R-squared, AIC (goodness-of-fit) and the HSR distance variable coefficients with the corresponding standard error. Those for the Full model, with and without the HSR distance variables, are also included in the first column of the table for comparison.
### Table 4  Hedonic Regression Results for the Full Model

<table>
<thead>
<tr>
<th>variable</th>
<th>coefficient</th>
<th>std. error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>-20.77799</td>
<td>22.89401</td>
</tr>
<tr>
<td>Age</td>
<td>-4.517489</td>
<td>0.278152***</td>
</tr>
<tr>
<td>Lot</td>
<td>5.237339</td>
<td>0.090053***</td>
</tr>
<tr>
<td>Floor</td>
<td>1.820385</td>
<td>0.041877***</td>
</tr>
<tr>
<td>Rwidth</td>
<td>3.64536</td>
<td>0.350722***</td>
</tr>
<tr>
<td>Dzone</td>
<td>-42.46692</td>
<td>8.857749***</td>
</tr>
<tr>
<td>Wg</td>
<td>19.58313</td>
<td>1.481663***</td>
</tr>
<tr>
<td>Arena</td>
<td>-33.88813</td>
<td>1.613368***</td>
</tr>
<tr>
<td>Y02</td>
<td>22.48953</td>
<td>20.11712</td>
</tr>
<tr>
<td>Y03</td>
<td>-19.27346</td>
<td>19.31562</td>
</tr>
<tr>
<td>Y04</td>
<td>-45.12469</td>
<td>16.71217***</td>
</tr>
<tr>
<td>Y05</td>
<td>-18.70427</td>
<td>15.64252</td>
</tr>
<tr>
<td>Y06</td>
<td>-9.24338</td>
<td>15.39572</td>
</tr>
<tr>
<td>Y07</td>
<td>-95.59423</td>
<td>16.2685***</td>
</tr>
<tr>
<td>Y08</td>
<td>-36.74509</td>
<td>17.10336**</td>
</tr>
<tr>
<td>Y09</td>
<td>2.725155</td>
<td>16.3962</td>
</tr>
<tr>
<td>Y10</td>
<td>6.516392</td>
<td>16.46675</td>
</tr>
</tbody>
</table>

R-squared 0.763009  
Adjusted R-squared 0.762306  
AIC 13.69557

Note: 1. Number of included observations=5,416. The dependent variable is the adjusted total house price $p^*$. Unit of price is 10 thousand/NTD.  
2. ** Denotes 5% statistical significance; *** Denotes 1% statistical significance

Firstly, the results in Table 5 indicate that for the total dataset and for the ten subsets, the adjusted R-squared of the hedonic regression model some increases slightly when house prices are controlled for the distance from the HSR (except for 2008). In each case the value of adjusted r-squared is higher in Section (b1), which includes the linear distance variable, Dist, relative to Section (a1). AIC index also shows decline slightly (except for 2002 and 2008). The positive sign of the Dist coefficient suggests that the farer distance from the HSR the higher the house price. Based on this system of regressions, we have not seen that HSR improve house prices lying at short distance.

Next, regression model (c1) results indicate that all subsets (except for 2001 and 2002) fit the data better while those control for non-linear effects of the distance using the spline technique. The effect of the spline-line distance from the HSR on house prices varies over the 10-year period contained the construction and completion date can be further understood. While the data does imply that house prices have changed with the HSR construction when factors excluding the distance have been controlled, the local deviation of house price can be extracted.

In 2005 and 2008, the distance spline variable coefficients (Dist) are statistically significant
for close distances to the HSR. The negative Dist coefficient suggests that the house prices decrease as the distance to the HSR increases from 0 to 1.5 km. The degree of this effect becomes largest in 2008, but the effect of distance gets weaker in the following year. In 2009, the distance spline variable coefficient is positive in the 1.5-3 km ($d_2$). This may be due to a stronger negative effect of the increased congestion externality on selling price of homes lying at close distances from the HSR, thus reversing the effect of distance to the HSR. In particular, the $d_j$ coefficients from 2003 to 2010 are positive. Then, the $d_j$ coefficients in 2006, 2009 and 2010 are negative, but the coefficient is positive in 2008. Hanshin Arena Shopping Plaza which lies at south of HSR was open in 2008, we think that this dampens the HSR distance effect. According to the spline methodology, we can generate total effects of the distance on house prices, assuming all else is held constant. For instance, in 2006 houses that lie at 3 km away from HSR are $1.5*323.78=485.66$, higher than those next to the HSR. And then, in the 3–4.5 km range the value is $1.5*(323.78-89.29)=351.73$. The distance effect appears to be weak for farer distant located house (see Table 6). The data indicates that this distance-related house price appears to move further away from the HSR in 2009. The magnitude of this effect gets larger in the following year. We think that the phenomenon may be caused by the congestion due to the increasing traffic volume over the years, thus raising house prices at the distances further away from the HSR. Table 7 presents annual passenger traffic of HSR in Zuoying station (Ministry of Transportation and Communications R.O.C., 2012). Figure 6 shows the congested roads in our study area (Kaohsiung City Government, 2012). And with Hanshin Arena Shopping Plaza opening, the house prices increase as the distance from the HSR rises.
Table 5 Results of Hedonic Regression Section Models (a1), (b1) and (c1) for Total dataset and Ten Time Subsets

<table>
<thead>
<tr>
<th>Section (a1)</th>
<th>Total dataset</th>
<th>2001</th>
<th>2002</th>
<th>2003</th>
<th>2004</th>
<th>2005</th>
<th>2006</th>
<th>2007</th>
<th>2008</th>
<th>2009</th>
<th>2010</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adjusted R-squared</td>
<td>0.7583</td>
<td>0.3752</td>
<td>0.7941</td>
<td>0.7445</td>
<td>0.8421</td>
<td>0.8344</td>
<td>0.8238</td>
<td>0.5884</td>
<td>0.8830</td>
<td>0.8551</td>
<td>0.8532</td>
</tr>
</tbody>
</table>

| Section (b1) | | | | | | | | | | | |
|--------------| | | | | | | | | | | |
| Adjusted R-squared | 0.7736 | 0.3858 | 0.7943 | 0.7674 | 0.8568 | 0.8429 | 0.8393 | 0.6256 | 0.8828 | 0.8777 | 0.8757 |

<table>
<thead>
<tr>
<th>Dist</th>
<th>(7.30)***</th>
<th>(42.11)**</th>
<th>(24.17)***</th>
<th>(20.54)***</th>
<th>(19.54)***</th>
<th>(17.69)***</th>
<th>(18.83)***</th>
<th>(28.87)***</th>
<th>(19.12)</th>
<th>(15.60)***</th>
<th>(15.77)***</th>
</tr>
</thead>
<tbody>
<tr>
<td>Std. Error</td>
<td>(25.33)***</td>
<td>(143.37)***</td>
<td>(80.42)</td>
<td>(73.10)***</td>
<td>(64.88)***</td>
<td>(64.13)***</td>
<td>(52.07)***</td>
<td>(103.35)***</td>
<td>(58.53)**</td>
<td>(58.68)</td>
<td>(64.06)</td>
</tr>
<tr>
<td>d1</td>
<td>308.01</td>
<td>144.58</td>
<td>100.61</td>
<td>127.04</td>
<td>362.55</td>
<td>315.44</td>
<td>323.78</td>
<td>242.52</td>
<td>213.87</td>
<td>302.10</td>
<td>352.71</td>
</tr>
<tr>
<td>Std. Error</td>
<td>(34.19)***</td>
<td>(208.05)***</td>
<td>(110.26)***</td>
<td>(103.11)***</td>
<td>(89.72)***</td>
<td>(85.12)***</td>
<td>(70.90)***</td>
<td>(133.71)*</td>
<td>(84.28)**</td>
<td>(75.79)**</td>
<td>(81.80)***</td>
</tr>
<tr>
<td>d1</td>
<td>-38.06</td>
<td>-8.80</td>
<td>-82.65</td>
<td>-53.51</td>
<td>-73.82</td>
<td>-23.35</td>
<td>-89.29</td>
<td>45.29</td>
<td>111.95</td>
<td>-91.32</td>
<td>-84.97</td>
</tr>
<tr>
<td>Std. Error</td>
<td>(18.18)**</td>
<td>(113.07)***</td>
<td>(61.97)***</td>
<td>(54.66)***</td>
<td>(47.21)***</td>
<td>(42.93)***</td>
<td>(40.89)**</td>
<td>(69.50)***</td>
<td>(52.03)**</td>
<td>(40.03)**</td>
<td>(36.09)**</td>
</tr>
<tr>
<td>d1</td>
<td>-4.91</td>
<td>-2.12</td>
<td>43.28</td>
<td>-4.46</td>
<td>43.90</td>
<td>-55.86</td>
<td>-38.43</td>
<td>-89.16</td>
<td>-2.49</td>
<td>-20.80</td>
<td>31.48</td>
</tr>
<tr>
<td>Std. Error</td>
<td>(13.91)***</td>
<td>(86.35)***</td>
<td>(46.20)***</td>
<td>(45.45)***</td>
<td>(35.85)***</td>
<td>(33.41)**</td>
<td>(31.17)</td>
<td>(55.96)***</td>
<td>(35.37)</td>
<td>(29.92)</td>
<td>(27.11)</td>
</tr>
<tr>
<td>d1</td>
<td>70.37</td>
<td>47.18</td>
<td>32.91</td>
<td>42.00</td>
<td>96.46</td>
<td>-56.47</td>
<td>50.03</td>
<td>109.51</td>
<td>44.03</td>
<td>133.57</td>
<td>37.86</td>
</tr>
<tr>
<td>Std. Error</td>
<td>(25.34)***</td>
<td>(192.68)***</td>
<td>(84.68)***</td>
<td>(83.26)***</td>
<td>(68.67)***</td>
<td>(74.74)***</td>
<td>(68.11)***</td>
<td>(123.39)***</td>
<td>(53.96)***</td>
<td>(46.83)**</td>
<td>(41.82)</td>
</tr>
<tr>
<td>d1</td>
<td>-64.97</td>
<td>166.54</td>
<td>60.63</td>
<td>181.72</td>
<td>-100.03</td>
<td>636.66</td>
<td>-151.70</td>
<td>32.49</td>
<td>-688.73</td>
<td>-211.45</td>
<td>-214.33</td>
</tr>
<tr>
<td>Std. Error</td>
<td>(65.71)***</td>
<td>(502.57)***</td>
<td>(219.70)***</td>
<td>(205.93)***</td>
<td>(149.56)***</td>
<td>(203.84)**</td>
<td>(184.74)***</td>
<td>(313.49)***</td>
<td>(1331.28)***</td>
<td>(111.67)*</td>
<td>(136.42)</td>
</tr>
</tbody>
</table>

| N obs. | 5,416 | 290 | 230 | 267 | 254 | 816 | 922 | 616 | 466 | 648 | 637 |

Note: The dependent variable in each hedonic regression model is (Unit: 10 thousand / NTD). Std. errors are given in brackets. Section Model (a1) contains no HSR distance variables. Section Model (b1) contains linear HSR distance variable, Dist. Section Model (c1) contains HSR distance spline variables. * Denotes 10% statistical significance; ** Denotes 5% statistical significance; *** Denotes 1% statistical significance.
Table 6  Non-linear Effects of Distance to the HSR on House Price

<table>
<thead>
<tr>
<th>Distance to HSR (km)</th>
<th>2001</th>
<th>2002</th>
<th>2003</th>
<th>2004</th>
<th>2005</th>
<th>2006</th>
<th>2007</th>
<th>2008</th>
<th>2009</th>
<th>2010</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-1.5</td>
<td>marginal</td>
<td>-134.93</td>
<td>-145.28</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>total</td>
<td>-134.93</td>
<td>-145.28</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>over 1.5 km</td>
<td>-202.39</td>
<td>-217.91</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.5-3</td>
<td>marginal</td>
<td>227.04</td>
<td>362.55</td>
<td>315.44</td>
<td>323.78</td>
<td>242.52</td>
<td>213.87</td>
<td>302.10</td>
<td>352.71</td>
<td></td>
</tr>
<tr>
<td></td>
<td>total</td>
<td>227.04</td>
<td>362.55</td>
<td>180.51</td>
<td>323.78</td>
<td>242.52</td>
<td>68.59</td>
<td>302.10</td>
<td>352.71</td>
<td></td>
</tr>
<tr>
<td></td>
<td>over 1.5 km</td>
<td>340.56</td>
<td>543.82</td>
<td>270.76</td>
<td>485.66</td>
<td>363.77</td>
<td>102.89</td>
<td>453.15</td>
<td>529.07</td>
<td></td>
</tr>
<tr>
<td>3-4.5</td>
<td>marginal</td>
<td>-89.29</td>
<td>111.95</td>
<td>-91.32</td>
<td>-84.97</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>total</td>
<td>234.49</td>
<td>180.54</td>
<td>210.78</td>
<td>267.74</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>over 1.5 km</td>
<td>351.73</td>
<td>270.81</td>
<td>316.17</td>
<td>401.61</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.5-6</td>
<td>marginal</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>total</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>over 1.5 km</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6-7.5</td>
<td>marginal</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>total</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>over 1.5 km</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7.5-</td>
<td>marginal</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>total</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>over 1.5 km</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: Values are based on the distance spline variable coefficients that are statistically significant at least 10% level (Table 5). The spline regression parameters indicate how much each distance segment contributed to changing the slope of the regression line. Using these regression parameters, we can calculate the slope coefficient for distance corresponding to each distance segment.

Table 7: Passenger Traffic of High-speed Rail Station (Zuoying Station)

<table>
<thead>
<tr>
<th>Year</th>
<th>In</th>
<th>Out</th>
</tr>
</thead>
<tbody>
<tr>
<td>2007</td>
<td>3,226,953</td>
<td>3,358,351</td>
</tr>
<tr>
<td>2008</td>
<td>5,815,315</td>
<td>5,930,733</td>
</tr>
<tr>
<td>2009</td>
<td>6,137,973</td>
<td>6,152,170</td>
</tr>
<tr>
<td>2010</td>
<td>6,523,281</td>
<td>6,524,594</td>
</tr>
</tbody>
</table>

Source: Ministry of Transportation and Communications R.O.C.(2012)
Table 8 presents the results of the hedonic regressions executed in a structure for these six distance subsets and intended to identify the difference in the time path of the house price. The first structure of regressions does not include the time. The second one contains the Time variable and determines the linear effect of time, measured in years from the beginning of our sample, on house prices. The third structure is expected to create a more precise time trend as it controls additional time spline variables as the same spline methodology. For instance, spline variable shows the number of years since 2003 until the selling day of a house sold thereafter, and the coefficient indicates the additional yearly transaction price change for houses sold after this date.

For each of the six simultaneous hedonic regression models, the goodness-of-fit in Section (b2) is almost better than the initial model (a2) as is indicated by the values in adjusted R-squared and AIC (except for 3-4.5km). The result is precise when one added includes the time spline variables into the simultaneous regression equations for the entire dataset (except for 7.5- km).

In the Section(b2) that shows a linear relationship between transaction time and house price, the Time coefficients indicate statistically significant in house prices over the 10-year period in 1.5-3 km, 4.5-6 km and 6-7.5km distance subsets. Based on the structure the linear effects of time are different, excluding 1.5-3 km, the Time coefficients show positive. Based on this system of regressions, we have not seen HSR improve house prices lying at close distances.
However, the structure of the time spline regression equations indicates a non-linear pattern compatible with the one presented in the previous analysis of the effects of the distance on prices along the time dimension. The positive statistically significant time spline variable coefficients are starting in 2005; the positive price was lying within 4.5-6 km. Then, in 2007, the construction was completed; the price was the highest for homes lying within the 0–1.5 km distance range and decreased with distance. This supports the accessibility caused by the new transportation facility. Then, in the 3-4.5km, the time spline variable coefficient is positive performance in 2009 (Table 8). This result is consistent with the prior analysis in distance effect.

Table 8 Results of Hedonic Regression Section Models (a2), (b2) and (c2) for Total Dataset and Six Distance Subsets

<table>
<thead>
<tr>
<th>Section (a2)</th>
<th>Adj R-squared</th>
<th>AIC</th>
<th>Time</th>
<th>Time02</th>
<th>Time03</th>
<th>Time04</th>
<th>Time05</th>
<th>Time06</th>
<th>Time07</th>
<th>Time08</th>
<th>Time09</th>
<th>Time10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total dataset</td>
<td>0.7583</td>
<td>13.7107</td>
<td>0.40 (1.29)</td>
<td>17.96 (54.12)</td>
<td>-41.70 (54.12)</td>
<td>24.53 (48.79)</td>
<td>72.06 (48.79)</td>
<td>-153.19 (37.28)</td>
<td>147.04 (38.05)</td>
<td>-47.10 (36.53)</td>
<td>27.47 (36.53)</td>
<td>-20.41 (36.05)</td>
</tr>
<tr>
<td>0-1.5</td>
<td>0.9058</td>
<td>12.9459</td>
<td>4.77 (3.24)</td>
<td>113.00 (102.06)</td>
<td>-37.69 (102.06)</td>
<td>95.22 (178.92)</td>
<td>99.18 (146.88)</td>
<td>-267.23 (88.55)</td>
<td>430.35 (80.46)</td>
<td>-98.59 (85.43)</td>
<td>-253.17 (81.42)</td>
<td>150.35 (84.09)</td>
</tr>
<tr>
<td>1.5-3</td>
<td>0.7892</td>
<td>14.1722</td>
<td>-11.16 (4.21)**</td>
<td>(159.42)</td>
<td>-143.28 (159.42)</td>
<td>(96.88)</td>
<td>119.18 (146.88)</td>
<td>-342.33 (110.35)</td>
<td>341.36 (110.35)</td>
<td>(120.67)</td>
<td>(92.67)</td>
<td>61.41 (119.25)</td>
</tr>
<tr>
<td>3-4.5</td>
<td>0.7486</td>
<td>13.8305</td>
<td>0.64 (2.64)</td>
<td>(83.24)</td>
<td>-50.05 (83.24)</td>
<td>(4.14)</td>
<td>15.54 (104.41)</td>
<td>(109.63)</td>
<td>1149.99 (73.29)</td>
<td>(128.80)</td>
<td>(73.98)</td>
<td>119.18 (74.00)*</td>
</tr>
<tr>
<td>4.5-6</td>
<td>0.7601</td>
<td>13.3891</td>
<td>3.82 (1.76)**</td>
<td>(82.34)</td>
<td>-71.80 (82.34)</td>
<td>(4.39)</td>
<td>(87.05)</td>
<td>(83.92)</td>
<td>(120.65)</td>
<td>(88.03)</td>
<td>(128.80)</td>
<td>(10.92)*</td>
</tr>
<tr>
<td>6-7.5</td>
<td>0.7058</td>
<td>12.3779</td>
<td>10.92 (2.47)**</td>
<td>(313.34)</td>
<td>78.03 (240.98)</td>
<td>(8.85)</td>
<td>12.3415 (83.92)</td>
<td>(525.65)</td>
<td>(120.65)</td>
<td>(128.80)</td>
<td>(120.65)</td>
<td>(15.54)</td>
</tr>
<tr>
<td>7.5-</td>
<td>0.8229</td>
<td>13.5211</td>
<td>-15.81 (10.55)</td>
<td>(313.34)</td>
<td>78.03 (240.98)</td>
<td>(8.85)</td>
<td>12.3415 (83.92)</td>
<td>(525.65)</td>
<td>(120.65)</td>
<td>(128.80)</td>
<td>(120.65)</td>
<td>(15.54)</td>
</tr>
</tbody>
</table>

Note: The dependent variable in each hedonic regression model is $p^*$ (Unit: 10 thousand/NTD). Std. errors are given in brackets. Section Model (a2) contains no time variables. Section Model (b2) contains linear time variable, $Time$. Section Model (c2) contains time spline variables. * Denotes 10% statistical significance; ** Denotes 5% statistical significance; *** Denotes 1% statistical significance.
In summary, the hedonic regression with spline variables model has showed the nonlinear variation of house price for different distance segments and time lags. We applied spline technique to confirm existence of spatial and temporal heterogeneity phenomenon on prices in our study data. However obtaining a continuous distance or time effect path is not clear enough limited by the regression statistically significant problem. Hence we provide the house price contour map using the above mentioned ordinary Kriging system. The map based on the actual scale shows to be more helpful for the immediate determination of the dynamic impact.

Table 9 shows parameters of semi-variogram in study area. In 2001, the sill variance is the highest, implying the variety in house prices increased. According to the nugget-to-sill ratio which is considered to have strong spatial dependence if the ratio is less than 0.25, and has a moderate spatial dependence if the ratio is between 0.25 and 0.75; otherwise the variable has a weak spatial dependence (Liu et al., 2006). In our study area the house prices have spatial dependence over the 10-year period.

<table>
<thead>
<tr>
<th>year</th>
<th>nugget</th>
<th>partial-sill</th>
<th>sill</th>
<th>range</th>
<th>nugget-to-sill ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>2001</td>
<td>57999.0159</td>
<td>51598.3170</td>
<td>109597.3329</td>
<td>0.0716</td>
<td>0.5292</td>
</tr>
<tr>
<td>2002</td>
<td>34175.6205</td>
<td>56196.0314</td>
<td>90371.6518</td>
<td>0.0274</td>
<td>0.3782</td>
</tr>
<tr>
<td>2003</td>
<td>0.0000</td>
<td>52228.9948</td>
<td>52228.9948</td>
<td>0.0023</td>
<td>0.0000</td>
</tr>
<tr>
<td>2004</td>
<td>45066.1701</td>
<td>305983.0338</td>
<td>351049.2040</td>
<td>0.0025</td>
<td>0.1284</td>
</tr>
<tr>
<td>2005</td>
<td>1514.2832</td>
<td>280936.1318</td>
<td>282450.4151</td>
<td>0.0023</td>
<td>0.0054</td>
</tr>
<tr>
<td>2006</td>
<td>41844.7989</td>
<td>255334.3573</td>
<td>297179.1562</td>
<td>0.0022</td>
<td>0.1408</td>
</tr>
<tr>
<td>2007</td>
<td>107156.6989</td>
<td>100968.5650</td>
<td>208125.2639</td>
<td>0.0202</td>
<td>0.5149</td>
</tr>
<tr>
<td>2008</td>
<td>199022.0000</td>
<td>506217.1121</td>
<td>705239.1121</td>
<td>0.0503</td>
<td>0.2822</td>
</tr>
<tr>
<td>2009</td>
<td>122877.5792</td>
<td>172937.1284</td>
<td>295814.7075</td>
<td>0.0193</td>
<td>0.4154</td>
</tr>
<tr>
<td>2010</td>
<td>53725.9003</td>
<td>120288.8808</td>
<td>174014.7811</td>
<td>0.0041</td>
<td>0.3087</td>
</tr>
</tbody>
</table>

Note: The semi-variogram fitting algorithm performs a least squares fit of various theoretical semi-variograms to an experimental, isotropic semi-variogram. In our study we choose bounded (e.g. spherical) model. The nugget variance means the micro-scale component and a measurement-error component. The sill variance (nugget + partial-sill) means the variance of the spatial process. The range parameter means the extent of the existing spatial correlation.

The Kriging is used for further investigation of the variation of house price in the study area over ten years. Taking into account the interpolated values only, the contour maps of house prices were drawn and shown in Figure 7. As seen from Fig. 7(b), in 2002 the house price is lower in A1 district of the study area, which contains Nep, Wg and Nzs landmarks, and increases rapidly towards the area where among Arts, Arena and Houyi. This indicates that the highest house prices occur at this area prior to the HSR completion. Along with the time course of the HSR completion, house prices increase as the distance to HSR decreases. The results present that the spatial distribution of the house price start to change from 2005, then in 2007, higher house price near to the HSR gradually, as can be seen from Fig. 7(e) and 7(g). Then, from Fig. 7(h), in 2008, the construction
was completed; the house prices are higher in the vicinity of the HSR, which indicates that the HSR rises neighboring housing prices. Since the macroeconomic trend of the data is detached, the relative increase in house price is considered to be the result of the HSR operation; the results show that the impact is the greatest around HSR Station. Then, the distance effect appears to weaken for more distant located house. The data indicates that this distance-related house price appears to move further away from the HSR since 2009.
Note: House price (unit: 10 thousand/NTD) has been calculated in order to produce a contour map. Contour map is a map created joining all the points having similar measure. Starting from the spatial distribution of the house price, it has been possible to observe the relationship between the price of observations and their location. The asterisk indicates the location of Kaohsiung facility landmark (include: Nzs, Nep, Wg, HSR, Arena, Arts, Houyi, Kms).

Figure 7. Contour Map of House Price in Study Area (Continuous)
7. Conclusion

The major aim of this paper is to illustrate how spatial and temporal heterogeneity can be viewed as hedonic price models with spline regression, which refines the inadequacy of standard hedonic price models in spatial and temporal aspects. Such issues have been verified separately in previous studies but only a few jointly analyzed completely. Through incremental approach, we first modeled a standard hedonic regression model includes the structural characteristics and dummy variables related to the years of transaction that can be viewed as control variables for year of trade.

Second, in order to obtain the variation in the effect of the distance to the HSR over time, we divided the dataset into ten subsets - six years before and four years after the HSR opening date. We applied cross-equation restrictions on parameter values that restrict constant coefficients of the explanatory variables, except the control for the HSR distance effects across the individual regressions within the program. Then we exercised three structures of the Section model to survey the effect of the HSR distance. In Section model (a), no HSR distance variable is contained which pays no attention to any possible effect of the HSR distance; in Section model (b), with the additional variable $\text{Dist}$ which can identify the linear effect of HSR distance on house prices; in Section model (c), extra distance spline variables are included, which can distinguish any non-linear relationship between the different HSR distances and the house prices. The linear distance model -Section (b) shows the rise with increasing distance from the HSR for the ten subsets (except for 2002 and 2008). In Section (c), results indicate that all subsets (except for 2001 and 2002) fit the data better when those control for non-linear effects of the distance using the spline technique. The results show, in 2008, the construction completion period, the distance effect is statistically significant in the 0-1.5 km range, but the effect of distance gets weaker in the following year. In
2009, the distance spline variable coefficient is positive in the 1.5-3 km. This may be due to a stronger negative effect of the congestion on selling price of homes lying at close distances from the HSR, thus reversing the effect of distance to the HSR. The data indicates that this distance-related house price appears to move further away from the HSR in 2009.

Third, we transpose the relationship of time and distance in our models. We investigate the effects of time by using the same program for each subset. Section (a2) doesn't include the time; Section (b2) contains the Time variable and determines the linear effect of time; Section (c2) is expected to create a more precise time trend as it controls additional time spline variables. Section (b2) reflects the linear effects of time are different in six distance subsets, in 1.5-3 km, the Time coefficients show negative; in 4.5-6 km and 6-7 km, the Time coefficients show positive. Section (c2) indicates the positive statistically significant time spline variable coefficients are starting in 2005; the positive price was lying within 4.5-6 km. Then, in 2007, the construction was completed; the price was the highest for homes lying within the 0-1.5 km distance range. This supports the accessibility caused by the new transportation facility. Then, in the 3-4.5 km, the time spline variable coefficient is positive performance in 2009. This result is consistent with the prior analysis in distance effect.

Finally, the Kriging is used for further investigation of the variation of house price in the study area over the ten years. Through contour map of house price, we find the spatial distribution of the house price start to change from 2005, then in 2007, higher house price near to the HSR gradually. Then, in 2008, the construction was completed; the house prices are higher in the vicinity of the HSR, which indicates that the HSR rise neighboring housing prices. Since the macroeconomic trend of the data is detached, the relative increase in house price is considered to be the result of the HSR operation; the results show that the impact is the greatest around HSR Station. Then, the distance effect appears to weaken for more distant located house. The data indicates that this distance-related house price appears to move further away from the HSR in 2009.

Based on this research, we believe that this study would make a contribution to the literature on the effects of time and distance from amenities on house prices. Through integrated analysis between hedonic price models with spline regression and Kriging, we address the question of the impact of spatial heterogeneity and spatial dependence yielding assessment accuracy.
Endnote

1: The Department of Land Administration, Ministry of the Interior provides land surveys and registrations, land value assessments, equalization of land rights, land entitlement investigations, land consolidation, land expropriation, land utilization, territorial administration, and other land administration affairs.
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